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PROJECT ABSTRACT  

SCOREwater focuses on enhancing the resilience of cities against climate change and urbanization by 

enabling a water smart society that fulfils SDGs 3, 6, 11, 12 and 13 and secures future ecosystem services. 

We introduce digital services to improve management of was tewater, stormwater and flooding events.  

These services are provided by an adaptive digital platform, developed and verified by relevant 

stakeholders (communities, municipalities, businesses, and civil society) in iterative collaboration with 

developers, thus tailoring to stakeholdersõ needs. Existing technical platforms and services (e.g. FIWARE, 

CKAN) are extended to the water domain by integrating relevant standards, ontologies and vocabularies, 

and provide an interoperable open -source platform for smart  water management.  Emerging digital 

technologies such as IoT, Artificial Intelligence, and Big Data is used to provide accurate real-time  

predictions and refined information.  

We implement three large -scale, cross-cutting innovation demonstrators  and enable transfer and upscale 

by providing harmonized data and services. We initiate a new domain òsewage sociologyó mining 

biomarkers of community -wide lifestyle habits from sewage. We develop  new water monitoring  

techniques and data-adaptive storm water treatme nt and apply to water resource protection and legal 

compliance for  construction projects. We enhance resilience against flooding by sensing and hydrological 

modelling coupled to urban  water engineering. We will identify best practices for developing and us ing 

the digital services, thus addressing water stakeholders beyond the project partners. The project will 

also develop technologies to increase public engagement in  water management.  

Moreover, SCOREwater will deliver an innovation ecosystem driven by the  financial savings in both 

maintenance and operation of water systems that are offered using the SCOREwater digital services, 

providing new business opportunities for water and ICT SMEs. 
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EXECUTIVE SUMMARY  

The goal of D2.4 is to provide the first report describing designed and trained  data-driven models.  This 

description also includes the data pre -processing techniques used to split the information, detect and 

correct outliers, eliminate unrepresentative features and feature engineering.  Additionally, inf ormation 

related to modelling a nd validation is also provided.  It is important to note that a new version of this 

document will be presented on M 36, enhancing current accuracy of data-driven models, and adding new 

ones. 

D2.4 corresponds with the outcome of  Task 2.2 òExploratory data analysis, data cleansing and feature 

engineeringó, 2.3 òDesign of advanced Machine Learning modelsó and 2.4 òAssessing models and 

algorithmsó.  

The data-driven models are focused on 3 study cases: 

¶ Amersfoort case  focuses on providing smart models to improve the resilience in front of 

flood, heat and drought risk ; 

¶ Barcelona case  focuses on advancing towards a resilient sewage system based on a prescriptive 

management;  and 

¶ Gothenburg case  focuses on enhancing the urban resilience by smart monitoring construction 

pollution events .  

The work done during this first year , which is described in this deliverable,  includes all sorts of Machine 

Learning techniques such as sensor simulation, outlie r detection, spatial predictions, data qualit y 

evaluation, drift detection and anomaly detection.  

Amersfoort has available a dense network of temperature low -cost and hand-built sensors for measuring 

the impact of climate change on the city . The accuracy of the sensors is limited and hence, all the 

measured time series must be validated and corrected  manually. This deliverable presents the first 

iteration of a data -driven model to automatically validate temperature data.  

The Barcelona use case introduces the idea of predicting sediment level  in all t he sewer grid using spatial 

prediction, considering not only physical properties of the section but also properties of the near by sewer 

sections and sediments to predict the sediment build in a specific section .  

The Gothenburg use case presents a solution to early warning of pollution events on water of construction 

sites based on Novelty Detection, that is, detecting abnormal patt erns in the water quality 

measurements. 

Additionally , generic data-driven models are faced during this first year, which are used to detect 

abnormal flow patterns in the  sewage system and to detect drift ing behaviour of sensors. 

The main outcomes are:  

¶ A data-driven model based on algorithm Histogram -based Gradient Boosting Classifier  to 

temperature validation. Low initial Recall Score and Precision Score was obtained, but it will be 

increased in the future  enhancing the data model, adding spatial features, and improving the 

quality of the registers ;  

¶ A data-driven model based on Gradient Boosting Regressor algorithm to predict sedim ent 

accumulation in the sewer grid considering not only physical properties of the section but also 

properties of the n earby sewer sections and sediments. Results were good to predict low 

sediment accumulation, nevertheless they were worst with high sedime nt accumulation. More 

registers are expected during the rest of the SCOREwater project allowing improving the global 

results. Additionally, new strategies will be faced, like the prediction of future sediment level 

in a section using the trend of the past values; 

¶ A data-driven model to predict anomalies in the water from construction sites  based on algorithm 

Isolation Fore st. Due to the collected data quality , only one month of normality was used to 

train the model and two anomalies to evaluate the model. D espite this data issue, the model 

results were good enough to plan future iterations following the same approach, Novelty 

Detection . More quality data will be collected during the project to improve the data -driven 

model;  
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¶ A data-driven model to detect anomalies on water quality sensor s, obtaining a good scoring 

despite of a counterpart of detecting some false positives. One-class Support Vector Machine 

was the most reliable algorithm tested. In the future, more data will be added, and the team 

will experime nt with deep learning algorithms such as Deep Belief Networks  or hybrid solutions 

between auto -encoders and O-SVM;  

¶ A data-driven model to drift detection  on ammonium and turbidity sensors. The study compares 

a batch of classification algorithms, from linea r predictions to ensembles and neural networks, 

to evaluate real -time anomaly detection models. The empirical results highlight the feedforward 

Artificia l  Neural Network  as the best model, obtaining high NAB and Precision scoring; and 

¶ A data-driven model t o validate data quality of flow patterns. The data-driven model built by 

using the Quadratic Discriminant Analysis algorithm demonstrates encouraging res ults, especially 

if it is trained with a sufficiently large and representative dataset. The optimizatio n of 

hyperparameters could improve current results, and hence should be considered during the 

second year of the SCOREwater project 
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1.  INTRODUCTION  

SCOREwater focuses on enhancing the resilience of cities against climate change and urbanization by 

enabling a water smart society that fulfils SDGs 3, 6, 11, 12 and 13 and secures future ecosystem services.  

WP2 is aimed at providing a set of  data-driven models to build smart water infrastructures supporting 

urban resilience, contributing to fulfil KPI 2, 4, 5, 6 & 17. Then, the WP exploits heterogeneous data and 

apply novel data analytics and machine learning techniques to create and validate  smart water services. 

Data are enhanced with sharp capabilities such as signal conditioning for missing data and outliers .  

The goal of D2.4 ò1st version of data -driven models report for a water smart society ó, which corresponds 

with the outcome of Task 2.2 òExploratory data analysis, data cleansing and feature engineeringó, 2.3 

òDesign of advanced Machine Learning modelsó and 2.4 òAssessing models and algorithmsó, is to provide 

the first report describing designed and trained data -driven models. This description also includes the 

data pre -processing techniques used to split the information, detect and correct outliers, elimi nate 

unrepresentative features and feature engineering.  

It is important to remark the interdependencies and relationships between this deliverable and the rest 

of work packages and deliverables. D2.4 takes advantages of the datasets gathered on D2.1 òTestbed 

data and sensor validationó to advance in the development of the first version of data -driven models. 

D2.4 also takes advantage of the guidelines and scripts provided by Task D2.6 ò1st version of streamlined 

model evaluation environment ó to ensure the quality of data -driven models. Finally, t he collected results 

of D2.4 will be  integrated in the SCOREwater platform th rough Task 3.2 òIntegration of sensors, 

algorithms and modelsó. 

 SCOPE  

As part of the SCOREwater project, th ree case studies are faced in WP2. 

Amersfoort case  focuses on the potential impacts of climate change in an urban environment and on the 

effectiveness of adaptation measures. Three potential impacts are monitored: (a) flood risk  due to 

intensified precipitation urban public space is incr easingly vulnerable to flooding, caused by several 

mechanisms (precipitation unable to enter the drainage system or sewerage system,  water flowing out 

of the sewerage system through spill -ways or manholes and flooding from surface water or ground water) ; 

(b) heat risk  due to increasingly longer periods of high temperatures the impact of the urban heat island 

effect increases as well; and (c) drought risk  due to increasingly longer periods without precipitation, 

urban public vegetation suffers from water sho rtages 

The objecti ve of the Amersfoort case is to assess the impacts of these risks and to investigate the 

effectiveness of measures taken to reduce the effects. To this end, for several sites in Amersfoort 

monitoring networks have been designed that cover  the dominant vari ables related to these risks. Where 

available, existing sensors and sensor networks have been used. The main variables observed are 

temperature, air humidity, soil moisture and ground water levels. Additionally, surface water and 

sewerage data ð water leve ls, discharge, pumping hours ð are made available.  

Currently, t he city council of Barcelona has maintenance and cleaning routines based on sediment levels 

to reduce the risk of blockages  and odours. The Barcelona case  focuses on assessing the potential imp acts 

of human behaviour (for example, not -allowed discharges) and natural factors (for example, 

infrastructures degradation, rain)  on sediment accumulation . For that, sedimentation will be monitored 

by applying novelty techniques based on  AI. The predictio n of sedimentation accumulation  will allow to 

minimize the need of physical inspections of the sewage system, with the consequent improvement of 

the quality of life  of workers. Additionally, Barcelona will advance towards a more resilient  sewage 

system managed in a prescriptive way.  
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Construction industry is one of the major sources of pollution, responsible for around 4% of particulate 

emissions, more water pollution  incidents than any other industry, and thousands of noise complaints 

every year (Gray, 2020). Gothenburg minimise s such silt and pH pollution by installation of  portable and 

monitored treatment stations  on building sites . Nevertheless, the application of pre -emptive techniques 

to anticipate the prob lems, that is, prepare for the unexpected can be key to face pollution events. In 

this section, the design of data -driven models to provide an early warning system for water pollutio n 

events on construction is addressed.  Then, th e Gothenburg case  focuses on studying novel techniques 

based on AI to early warning of pollution events on water of construction sites.  

Finally, Quality Assurance (QA) plays an essential part in any analytical  projec t to ensure the validity and 

reliability of data.  Effective QA ensures that decisions are made with an appropriate understanding of 

evidence and risks, and helps analysts ensure the integrity of the analytical output. Until now, two 

different data -driven models related to QA have been provided on SCOREwater. One for detec t ing 

anomaly flow patterns on sewage system and another to detect drift on water quality sensors.  

 DOCUMENT OUTLINE  

In particular, this document provides key information about the data -driven models, including:  

a) a brief introduction to the CRISP-DM methodology, which is followed throughout the project  to 

design and validate the data -driven models (see Section 2);  

b) one section for each study case, where i s depicted deeply each data -driven model , how they 

were designed and their results (see Section 3, 4 and 5); 

c) a section for describ ing the general data -driven models related to data quality assurance (see 

Section 6);  

d) main conclusions of the analysis (see Section 7);  

e) external references cited  throughout the document (see Section 8); and 

f)  annexes including useful information  to understand the data analysis such as Data Science and 

Machine Learning concepts (see Annex 1) and Scoring Metrics (see Annex 2), among others. 
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2.  HOW THE D ATA -DRIVEN  AND AI MODELS ARE CREATED  

The design of the data -driven and AI models is based on a robust and well -proven methodology for data 

mining, CRISP-DM.  The CRISP-DM methodology (Wirth & Hipp, 2000)  provides a structured approach , 

based on an idealized sequence of events, to p lanning a data mining project. It is flexible,  and in 

practice , many of the tasks can be perfor med in a different order and it will often be necessary to 

backtrack to previous tasks and rep eat certain actions. Below, Figure 2-1 presents the steps of the CRISP-

DM methodology:  

 

 

Figure 2-1. Structured approach of CRISP-DM methodology 

 FIRST S TAGE : BUSINESS UNDERSTAN DING  

The first stage  (1. Business Understanding) goal of the CRISP-DM methodology is to uncover important 

factors that could influence the outcome o f the project. For t hat, it is important to understand what you 

want to accomplish from a business perspective , including the objectives and available resources.  

Basically, this stage follows four steps:  

¶ define objectives from a business perspective;  

¶ describe the current situ ation of resources;  

¶ define objectives from an AI point of view; and  

¶ list data mining success criteria .  

To set business objectives, the primary objective should be described from a business perspective, 

including other related questions that you would like to address. For example, the primary goal for the 

Barcelona case might be to minimize the sewage blockage by predicting if it will be blocked in the near 

future.  Related business questions might be òDo rainy days impact sewer blockage?ó or òWill the socio -

economic level of sewerage users affect the blocking frequency? ó.  

The second step is to assess the current resource situation, where the business provides detailed 

information about all the resources  to be considered. To achieve a consistent result, an inv entory of 

resources should be provided, listing the available resources for the project . It  should include:  

1. Business 
Understanding

2. Data 
Understanding

3. Data 
Preparation

4. Modelling

5. Evaluation

6. Deployment
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¶ data (fixed extracts, access to live, warehoused, or operational data) ;  

¶ computing resources (hardware platforms) ; and 

¶ software (data mining tools, o ther relevant software)  

Concerning determine AI objectives  step, a business goal states objectives in business terminology, while 

a data mining goal sets project objectives in technical terms. For example, the business goal might be 

to òminimize the sewage incidencesó.  A data mining goal might be òPredict the probability of sewage 

section being blocked in a few weeks, given their maintenance actions  over the past three years, 

infrastructure  information ( length, section, materialé.), and demographic and weather informationó. 

Finally, data mining success criteria  should be defined. They are the criteria for a successful outcome to 

the project in technical terms , for example, a certain le vel of predictive accuracy. 

 SECOND STAGE: DATA UNDERSTANDING  

The second stage of the CRISP-DM process requires to acquire the data listed in the project resources  to 

explore and analyse them and extract the understanding . The stage has four steps, which are:  

(i)  collect initial  data;  

(ii)  describe data;  

(iii)  explore data; and  

(iv)  verify data qual ity  

The initial collection includes data loading, if this is necessary for data understanding. For example, if 

you use a specific tool for data understanding, it makes perfect sense to load your data into this tool. If 

you acquire multiple data sources, then you need to consider how and when they are integrated .  

A table with an initial data collection report is provided, it lists the data sources acquired together with 

their locations, the methods used to acquire them and any problems encountered and their resolut ions 

achieved. 

Table 1. Template for details about data source acquisition  

Datasource Location  Method used to acquire  Problems 

Datasource 1  n/ a Send via email n/ a 

Datasource 2  URL XXX Query to REST API with 
python script  

No problems identified  

 

Additionally, a description of the data is essential to understand them, therefore they should be 

examined the ògrossó or òsurfaceó properties of the acquired data should be report ed. For that, a table 

template is provided, which in cludes for each data source a brief description, its format, its number of 

records and fields .  

Table 2. Template for general details about data source  

Data Source Description  Format  # Registers # Fields  

Data source  1   CSV   

Data source 2  TXT   
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Table 3 enhances the collected information about the data sources, describing the features part of the 

data sources. The description includes the identifier of the feature, a brief description, the type of 

information (numerical, date, alphanumerical, categoricalé), the unit of measurement (UoM) and the 

data source of which it is part.  

Table 3. Template for general details about features  

Feature  Description  Type UoM Data Source 

Length  Length of sewage pipe section  Numerical Meters Data Source 1 

     

 

Another import ant step is to explore the features of collected data by using  data mining querying, data 

visualization , and reporting techniques. This Exploratory Data Analysis (EDA) is comprised by a number 

of steps listed below:  

(i)  identification of variables and data types ; 

analysis of the basic metrics such as the mean, standard deviation  (Ƭ or SD) of each variable;  

(ii)  graphical univariate analysis using box plots, histograms, pie charts, etcé;  

(iii)  multivariate analysis using scatter plots, area plots and 3d plots ; and 

(iv)  correlation analysis using correlation matrix, and in case of using time serie s data, 

autocorrelation and cross correlation.  

These analyses may directly address the data mining goals. They may also contribute to or refine the 

data knowledge, and feed into the transformation and other data preparation phases needed for further 

analysis. The results of the data exploration are described  through tables and plots, including first 

findings or initial hypotheses. Moreover, data quality  is verified , checking if da ta features are correct  or 

contain errors  or missing values. In case of findin g errors or missing data, determine when happen and 

how common these events are.  

 THIRD STAGE: DATA PREPARATION  

This is the stage of the project where the dataset is produced and described to be used during the 

modelling  stage. This stage contains five ste ps: 

(i)  select data;  

(ii)  clean data;  

(iii)  construct data;  

(iv)  integrate data; and  

(v) format data.  

The features and quantity of them  to be used for analysis is decided and reasoned, applying criteria 

based on the relevance of the data , data mining goals, the quality of the da ta, and also technical 

constraints such as limits on data volume or data types.  Once the features have been selected, they are 

cleaned by applying different techniques with the aim of raising the data quality required. The decisions 

and actions taken to cl ean the data are documented. Also, the process of creation of new features and 

records, or transformation of the mselves is detailed during this stage. Multiple tables or data sources are 

usually available to build the models, so they are merged and combine d in order to create a single 

dataset. This process, which also includes the aggregation (e.g. accumulated rainw ater during the last 

week),  will be documented.  
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 FOURTH  STAGE: M ODELLING  

The fourth stage is aimed at designing accurate models to face the AI objectives  defined on first stage 

(business understanding). For that, there are four steps:  

(i)  select the data-driven algorithm ; 

(ii)  generate the train -test environment ;  

(iii)  build model; and  

(iv)  assess model. 

As the first step in modelling , the specific machine learning al gorithm or algorithms  are selected (e.g. 

Support Vector Machine, AdaBoost) taking advantage of the conclus ions extracted during the second and 

third stage, data understanding and data preparation respectively .  The intended plan for training, 

testing, and e valuating the models are described.  It is important to note that D2.6 òFirst Version of 

streamlined model evaluation environmentó (M12) describes how to assess the data-driven models, 

including the list of key reference indicators. To run the modelling  tool on the prepared data set, t he 

tuning of the hyper parameters  (parameters of the Machine Learning algorithms) is essential. It is 

depicted including the used reasoning  to adjust the parameters . Once the model is built, the results are 

described including the interpretation of the models according to the domain knowledge and the data 

mining success criteria, which is defined in first stage (business understanding) . Therefore, the results 

are only judged by the analytics point of view. Later, the outcomes ar e validated taking into account 

domain expert knowledge on stage five. Finally, i f several models are created, they are ranked according 

to the evaluation criteria  providing a list of generated models qualities.  

 FIFTH STAGE: EVALUATION  

The fifth stage, evaluation , is addressed to assess the efficiency  and generalization of the model designed 

throughout the previous stage, modelling , from the business point of view. To sum up, there are three 

steps: 

(i)  evaluate the results;  

(ii)  review the process; and  

(iii)  determine nex t steps.  

During this stage, the degree to which the designed model fits with the  business and AI objectives  will 

be assessed jointly with domain experts. Moreover, if the model obtained is deficient, it will be seeking 

to determine if there is some busines s reason. Depending on the results of the assessment and the process 

review, how to proceed will be decided through a list of possible actions and decisions.  

 SIXTH STAGE: DEPLOYMENT  

The main aim of the deployment stage is to integrate  the designed models in an architecture or module  

to be executed on real time or batch . This aim is out of the scope of the WP2, where only data -driven 

models are created  and persisted. WP3 includes a task, Task 3.2 òIntegration of sensors, algorithms, and 

modelsó, whose objective i ncludes the deployment of the models. Therefore, it will be addressed by the 

deliverable D3.3 òIntegration and connection of sensors and algorithms to the SCOREwater Platform, 

including processing, storage and transformation to Open APIó.  
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3.  AMERTSFOO RT CASE  

 FLOOD EARLY WARNING  

The City of Amersfoort (COA) is increasingly vulnerable to flooding due to intensified precipitation. On 

July 28, 2014, a precipitation event caused flooding throughout the city. The water blocked several 

tunnels and t he entrance to a railway station, causing congestion and interruptions of the train service.  

An analysis of the event showed that the statistical return period for the event drops from 100 years in 

the climate of 2014 to 20 years in the climate of 2050 . This event,  and similar , less extreme situations 

in the past years, raised the awareness of the potential impact of relatively frequent flooding and an 

increased interest in preventive measures, like an early warning system.  

3.1.1.  ITERATION 1  

3.1.1.1.  BUSINESS UNDERSTANDI NG 

The business objective of the flood early warning system is to create a window of opportunity for the 

City of Amersfoort ( COA) to take preventive measures (e.g. warn citizens or the fire department, set up 

road blocks/detours) aimed at reducing the negative impac ts of a precipitation event.  

COA has identified two locations, where the potential impact of flooding is highest:  

1. the tunnel at the Schothorst railway station. Flooding of the tunnel blocks the entrance to and 

the exit from the railway station ; and 

2. the ôStadsringõ tunnel. The Stadsring is a ring road around the city centre and is a critical part 

of the approach routes for  police, ambulance, and fire department .  

In the first iteration, the flood early warning system will be focused on these two locations.  

The window of opportunity that could be created by the early warning system is a trade -off between the 

accuracy of the system, the forecast horizon, and the quality of the input data. The uncertainty of the 

precipitation forecast increases with the forecas t horizon, i.e. the precipitation depth can be forecasted 

more accurately 2 hours ahead than 6 hours ahead. The precision metric is the ratio between the number 

of correctly detected anomalies and the number of the predicted anomalies, and will be used to evaluate 

the quality of the algorithm (more detailed information on Annex 1) . In the first iteration, a forecast 

horizon of 2 hours will be used and a time step of 15 minutes: every 15 minutes a new binary forecast 

(flooding/no flooding) is produced for th e next two hours.  

 

As historical flooding events are rare, there are only few observations to train a data driven model . 

Therefore, an artificial data set has to be produced using a hydrodynamic model of the sewerage system 

and street levels of the city of  Amersfoort. By feeding this model many different precipitations  events 

and recording different aspects of the floods t hat are simulated (occurrence, location, duration, level), 

a dataset is obtained with which a data driven model can be trained and valida ted. This hydrodynamic 

model (D4.17) is currently in preparation, which implies the necessary data sets for the flood e arly 

warning system are not yet available. The first iteration will start as soon as the data is available 

(expected in the fall of 2020) . 

3.1.1.2.  DATA UNDERSTANDING  

To create an early warning system described above, it is necessary to find a relationship between the 

precipitation intensity - i.e. a combination of depth and duration - and the occurrence of flooding at the 

specified locations. There  is no historical data set available of flooding events, except for the visual 

observation of flooding of the Schothors t tunnel on July 28, 2014.  
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Therefore, it is necessary to create a dataset that can be used to train a classifier algorithm. This dataset 

can be created with the help of a hydrodynamic model of the sewerage system of the city of Amersfoort, 

by feeding a set  of varying precipitation events to this hydrodynamic model and recording occurrence, 

duration and severity (i.e. maximum water depth) pe r event.  

The required hydrodynamic model is currently under construction as part of deliverable D4.18 of this 

project. As a consequence, the required data for the Flood Early Warning system is not yet available. 

This use case will be described in deliverab le D2.5. 
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 HEAT RISK  

Climate change causes longer periods of hot weather, and a higher rate of occurrence of  extreme 
temperatures. COA wants to investigate heat stress (observed and experienced), and how COA can 
(re)develop its city in such a way that it i s able to deal with r ising temperatures.   

3.2.1.  ITERATION 1  

3.2.1.1.  BUSINESS UNDERSTANDI NG  

To measure heat in Amersfoort , a relatively dense network of temperature sensors was installed and has 

been operated by a citizen initiative ôMeetJeStadõ(MJS) since 2017. As these sensors have been hand 

built at costs as low as possible, the accuracy of the sensors is limited. In order to use the data, the time 

series have to be validated and corrected. As validation by hand is tedious and subject to inconsistencies 

or errors, the MJS platform and COA would like to implement an automated data driven validation 

service. As a first iteration, the AI objective of the data driven classification model is to detect and flag 

outliers and other non -NaN (Not a Number) value anomalies, with recall (or accuracy) and precision score 

of 80%. The recall (or accuracy) metric is the ratio between the number of correctly detected anomalies 

and the number of the observed anomalies, whereas the precision metric is the ratio between the number 

of correc tly detected a nomalies and the number of the predicted anomalies.  

Besides the MJS data source, COA has installed a second network of temperature sensors, at fewer 

locations but with sensors that are expected to have a higher accuracy level than the MJS sen sors. To 

quantify the difference in quality of both data sets, the data driven model should be operated on both 

data sets.  

3.2.1.2.  DATA UNDERSTANDING  

Three different data sources are found that describe temperatures in the city at several locations ( Table 

4 and Table 5). The first and second data source are respectively the measurement databases and 

validation of th e temperature measurements in the MeetJeStad (MJS) project. In this ci tizen -initiated, 

citizen -science project, temperature and humidity are measured with stationary sensors at multiple 

locations spread across Amersfoort.  148 sensors are registered by the MJS organisation, but not all 

provide (meta) data and are thus not use d in this project . In the first iteration of the Heat -risk case, 35 

sensors in the Schothorst neighbourhood are selected . The third data source is similar to the previous 

two, except that measurements are taken by the city of Amersfoort (COA) with 5 sensor s. The MJS project 

is aimed at understanding the urban climate, whereas the COA sensors are mainly placed for measuring 

air quality in th e city and thus measure 6 more variables besides temperature and humidity .  

Table 4. Data source acquisition  ð Heat Risk 

Data source Location  Method used 
to acquire  

Problems 

RAW 

MeetJeStad 

http://meetjestad.net/data?type=sensors&start=YYYY -
MM-DD,HH:mm&end=YYYY-MM-DD,HH:mm&ids=#[,#[,#-
#]]&format=csv  

Or 

https://meetjestad.net/data/  

Query to API 
via Python  

Or 

Query to 
MeetJeStad 
API 

 CSV is in 
tr uth tab 
delimited  

Validated 
MeetJeStad  

 Send via e-
mail  

No 
problems 
identified   

https://meetjestad.net/data/
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Data source Location  Method used 
to acquire  

Problems 

Air quality 
COA 

 Send via e-
mail  

No 
problems 
identified   

 

Table 5. General details about data source  ð Heat risk 

Data Source Description  Format  # Registers # Fields  

RAW 
MeetJeStad 

MeetJeStad raw data CSV 148, 35 
used in first 
iteration  

20, but 5 

usable 

Validated 
MeetJeStad  

MeetJeStad validated temperature  data CSV 148, 35 
used in first 
iteration  

2 

Air quality COA  City of Amersfoort raw data  CSV 5 11 

 

 

Figure 3-1. Spread of the MeetJeStad (MJS) and city of Amersfoort (COA) sensors 

Figure 3-1 presents the MJS sensors providing (meta) data and COA sensors. All variables provided by the 

data source files, together with integrated metadata, are shown i n Table 6. 
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Table 6. General details abo ut features  ð Heat risk 

Feature  Description  Type UoM Data Source 

Id Sensor identification code  Numerical N/A RAW 
MeetJeStad 

Timestamp  Time at measurement  Date YYYY-MM-DD 
HH:mm:ss 

RAW 
MeetJeStad 

Coordinates  Longitude and latitude of the 
sensor 

Coordinates Degrees with 
WGS84 

RAW 
MeetJeStad 

Temperature  Temperature measured at sensor Numerical Degrees Celsius RAW 
MeetJeStad 

Humidity  Humidity of the air measured by 
sensor 

Percentage N/A RAW 
MeetJeStad 

Timestamp  Time at measurement  Date YYYMMDDHHmm / 
YYYY-MM-DD 
HH:mm:ss 

Validated 
MeetJeStad  

Temperature  Temperature measured at sensor1 Numerical Degrees Celsius Validated 
MeetJeStad  

Device id  Sensor identification code  Numerical N/A Air quality COA 

Timestamp  Time at measurement 
(meetmoment)  

Date YYYY-MM-DD 
HH:mm:ss 

Air quality COA 

Record id  Record identification code (rij)  Numerical N/A Air quality COA 

Air pressure  Air pressure at sensor 
(s_barometer)  

Numerical hectopascal Air quality COA 

CO2 

concentration  

Concentration of carbon dioxide 
measured by sensor (s_co2) 

Numerical Parts per million  Air quality COA 

Humidity  Humidity of the air measured by 
sensor 

Percentage N/A Air quality COA 

NO2 

concentration  

Concentration of nitrogen dioxide 
measured by sensor (s_no2) 

Numerical Parts per million  Air quality  COA 

PM10 

concentration  

Concentration of micro particles 
smaller than 10 micrometer 
measured by sensor 

Numerical Parts per million  Air quality COA 

PM2.5 

concentration  

Concentration of micro particles 
smaller than 2.5 micrometer 
measured by sensor 

Numerical Parts per million  Air quality COA 

Temperature  Temperature measured at sensor Numerical Degrees Celsius Air quality COA 

Sound pressure 

level  

Sound pressure level measured by 
sensor (v_audio_total)  

Numerical decibel  Air quality COA 

 
1 Per row temperatures are given for all sensors. 
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In the following, t he different data sources are described in more detail. Besides, results of simple 

analyses and visualisations of the data are given . 

Data sources 1 & 2 ð MeetJeStad 

The raw data (data source 1) can be acquired via a connector written in Python or via the website 

https://meetjestad.net/data/ . Data is collected by citizens, part of a citizen science project to give 

insights in the urban climate. Due to this, measurement errors may be present in data (wrong plac ement 

of sensor stations, etc.). However, the organisati on also provided a file with validated temperature data 

(data source 2).  

In the first iteration of the heat -risk case, data was gathered for 35 sensors from the MJS database 

between January 1st, 2018 and December 31st, 2019. Below, a summary is given of the copied data (data 

source 1): 

¶ Start date: Varying  per sensor 

¶ End date: Varying per sensor 

¶ Interval: Irregular  

¶ Sensors: 35, spread irregularly across Schothorst neighbourhood in Amersfoort  

¶ Quality: du bious, but: clean timeseries available  (data source 2) 

The validated dataset (data source 2) contains  temperature  data between January 1 st, 2018 and October 

19th, 2018 for the same 35 sensors as in the raw dataset. The records are given at a regular interv al of 

15 minutes.  

The following procedure was used to create the validated temperature dataset:  

1. raw data intervals are regularised to 15 -minute intervals, by averaging the data in each 15 -

minute bin  

2. citywide temperature quartile 1 ( Q1), quartile ( Q2) and quartile 3 ( Q3) values are determined 

for each timestamp  

3. at each timestamp possible temperature anomalies are identified by being smaller than Q1 or 

larger than Q3 

4. a sub selection is made of the values that are 6 oC larger or smaller than the citywide Q2/me dian 

5. the selected values are compared with local values at the corresponding sensor and are deleted 

if they also do not fit the trend of the sensor data (opinion of the data scientist)  

Anomalies that remain in the dataset after validation are due to:  

¶ sensors taken indoors (to i.e. prevent being vandalised)  

¶ relocation of the sensor  

¶ placement of the sensor  

The remaining anomalies may be removed by a more rigorous validation procedure, but a large 

probability exists that ôrealõ values are then deleted rather than anomalies. 

Figure 3-2 shows temperature and humidity measurements for one of the sensors, together with the 

validated temperature data. The yearly seasonality of data is clearly visible, and so is the daily 

seasonality if a clo seup is made. 

https://meetjestad.net/data/
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Figure 3-2. Temperature and humidity data as acquired for sensor 25  

Only the temperature data was interesting for determining heat risk. A global statistical analysis of the 

temperature data w as done for all sensors.  Table 7 is the result . The statistics for the nearby KNMI 

measurement station ôDe Bilt' are added for comparison. The following conclusions could be drawn from 

the global statistical analysis:  

¶ Sensor 43 has the least amount of data gaps when compared to the recording period (729 

days of observations with only 1 day missing)  

¶ The average and median values aligned, although the average is in most cases slightly higher 

than the median, sometimes up to 1 oC 

¶ A likely no data value for temperature is -26 oC, since the minimum measured temperature 

should be around ð8 oC 

¶ Maximum temperatures of 40 -43 oC should probably not  be considered as anomalies, since 

these extremes did occur during July 2019. However, the maximu m temperature at sensor 

148 (46.6 oC) seems to be too high and at sensor 272 (115.8 oC) seems to be a measurement 

error  

¶ Statistical values for sensors that measured for most of the time between January, 2018 and 

December, 2019 are similar to the values of the KNMI measuring point, although the average, 

median, minimum, and maximum temperatures are  slightly higher, possibly due to the Urban 

Heat Island-effect  
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Table 7. MeetJeStad sensor statistics with statistics of temperatures mea sured at the KNMI measurement station De Bilt.  

Variable  Temperature  General  

Sensor Averag
e 

Median Max Min Standard 
deviation  

Variance Skew
ness 

Number Of 
Observations 

Start Date End Date Total 
Days 

Days Without 
Observations 

Longitude Latitude  

13 6 5.6 28.9 -7.9 5.5 30.2 0.6 9150 01-01-2018 10:02 11-06-2019 09:41 525 421 5.391367 52.17203 

25 12 11.4 40.4 -8.6 7.6 57.8 0.3 57426 01-01-2018 10:04 31-12-2019 23:54 729 19 5.381648 52.17167 

33 13.1 13.8 37.8 -8.2 8.6 74.6 0 24915 01-01-2018 10:16 18-10-2018 19:21 290 0 5.398068 52.17666 

43 11.9 11.3 42.6 -26 7.5 56.7 0.3 63652 01-01-2018 02:42 31-12-2019 23:59 729 1 5.395629 52.17291 

49 10.9 9.4 37.7 -7.6 7.6 58.3 0.4 35926 01-01-2018 00:01 19-06-2019 07:55 534 123 5.380412 52.17114 

59 13.1 13 42.6 -8.4 7.7 59.5 0.3 36344 01-01-2018 11:08 31-12-2019 23:49 729 191 5.392614 52.16843 

63 13.6 13.4 38.3 -1.9 6.7 45.2 0.3 39658 07-07-2018 19:06 31-12-2019 23:45 542 59 5.390015 52.17133 

71 23.6 23.1 37.4 13.2 5.1 25.9 0.4 1855 07-07-2018 19:24 05-08-2018 19:29 29 7 5.393013 52.16805 

76 12.7 12.3 41.1 -8.4 7.7 59 0.3 53464 01-01-2018 00:16 31-12-2019 23:52 729 83 5.396763 52.17353 

88 11.1 10.1 36.4 -6.5 6.9 47.9 0.5 27786 07-07-2018 20:15 12-06-2019 11:05 339 7 5.386767 52.16733 

109 12.3 11.7 42.7 -8.8 7.8 61 0.4 55394 01-01-2018 00:07 31-12-2019 23:47 729 49 5.386544 52.17813 

110 12.3 11.9 39.8 -8.3 7.6 57.6 0.2 50342 01-01-2018 00:42 29-08-2019 09:29 605 0 5.40234 52.1751 

122 12.1 11.4 40.5 -8.7 7.8 61.3 0.3 49872 07-02-2018 14:28 31-12-2019 23:56 692 88 5.394515 52.17122 

127 12.2 11.7 42 -8.4 7.6 57.8 0.3 53121 01-01-2018 00:13 31-12-2019 23:58 729 50 5.394623 52.17448 

139 13.2 12.9 40.9 -6.5 7.4 55.1 0.3 38259 30-06-2018 16:54 02-10-2019 02:11 458 0 5.389784 52.17318 

145 11.8 10.8 38.6 -6.8 7.4 55 0.5 30843 07-02-2018 16:52 08-07-2019 06:28 515 156 5.386188 52.16803 

148 13.3 12.8 46.6 -6.9 7.8 60.4 0.4 35248 30-06-2018 16:50 09-09-2019 21:08 436 0 5.390242 52.17348 
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Sensor Averag

e 
Median Max Min Standard 

deviation  
Variance Skew

ness 

Number Of 

Observations 
Start Date  End Date Total 

Days 

Days Without 

Observations 
Longitude Latitude  

173 12.2 11.1 36.4 -4.6 7.1 49.8 0.5 29309 30-06-2018 17:14 12-06-2019 13:46 346 0 5.389696 52.17321 

174 18.4 18.1 38.1 2.6 6.2 38.3 0.3 8347 04-02-2018 20:21 18-10-2018 20:25 256 158 5.390985 52.17546 

177 13.1 12.7 40.6 -6.8 7.4 55.2 0.3 36771 04-02-2018 19:18 20-09-2019 04:35 592 150 5.391434 52.16823 

182 10.4 9.4 37.1 -9.3 7.8 60.3 0.3 35166 01-01-2018 00:00 11-03-2019 02:05 434 1 5.377534 52.16848 

205 14.6 14.9 41.7 -1.9 7.2 51.2 0.2 18233 09-05-2018 13:32 31-12-2019 23:59 601 369 5.403155 52.17515 

250 12.1 11.1 37.1 -6.8 7.3 53.4 0.3 31846 07-07-2018 20:10 13-08-2019 00:40 401 26 5.391069 52.17823 

269 21.1 20.7 40.9 12.7 4.6 21.1 0.3 1013 17-06-2018 13:42 20-07-2018 17:05 33 21 5.403531 52.17507 

270 12.8 12.2 41.2 -7.2 7.7 59.1 0.4 34359 09-07-2018 14:01 06-09-2019 04:45 423 4 5.386526 52.16984 

272 13.7 13.7 115.8 -26 8 64.7 -0.3 35798 17-06-2018 14:01 31-12-2019 23:29 562 125 5.398406 52.17178 

273 11.9 10.9 39.4 -7 7.5 55.7 0.5 29959 01-07-2018 14:18 27-06-2019 22:20 361 0 5.382196 52.16753 

274 12.3 11.5 39.3 -7.8 7.7 59.6 0.4 31568 01-07-2018 13:36 03-08-2019 17:54 398 6 5.398862 52.17416 

276 12.9 12.6 41.7 -8.1 7.8 61.5 0.3 34132 01-07-2018 13:07 31-12-2019 23:49 548 123 5.391066 52.16706 

279 12.3 11.4 41.6 -26 7.4 55.1 0.4 40002 09-07-2018 13:00 31-12-2019 23:44 540 53 5.381558 52.17179 

284 13 12.6 40.1 -6.6 7.4 54.9 0.3 36640 07-07-2018 19:02 09-09-2019 04:18 428 0 5.39033 52.16915 

288 12.1 11.5 39.7 -7.7 7.2 51.9 0.4 42319 07-07-2018 20:03 31-12-2019 23:56 542 28 5.392847 52.16951 

289 12.8 12.3 38.4 -6.1 7.3 53.4 0.3 35282 09-07-2018 13:29 22-08-2019 20:10 409 0 5.3837 52.17002 

290 12.7 12.1 42.1 -26 7.7 59.5 0.4 38377 09-07-2018 07:45 31-12-2019 23:44 540 87 5.383709 52.1739 

300 13.2 12.9 42.7 -7.2 7.5 57 0.4 38133 09-07-2018 13:24 02-10-2019 13:06 449 4 5.384125 52.17279 

KNMI-De 
Bilt  

11.3 10.8 37.2 -8.4 7.1 50.8 0.2  01-01-2018 00:00 31-12-2019 23:59     



 

 

p. 33 

In the further global analysis of the data, a  scripting environment for Python, named Jup yter notebook, 

is used. The analysis consists of the inspection of:  

¶ histograms 

¶ auto correlation  

¶ cross correlation  

¶ plots of temperature vs. time  

Conclusions are reported in this paragraph together with only some visuali sations. The data and notebook 

can be shared upon request. 

 

Histograms for most sensors exhibit a behaviour similar to the histogram for sensor 25 ( Figure 3-3):  

¶ two ôpeaksõ, at 5-7 oC and at 15-17 oC. These peaks seem to correspond to frequent 

temperatures  during the  respectively wi nter and summer period.  

¶ ôshallowõ valley in between the two peaks  

¶ slightly right skewed//left tail shorter than right tail (corresponds to mostly positive 

skewness in Table 7) 

 

Figure 3-3. Histogram for raw temperature data at sensor 25  

The correctness of a temperature measurement could be derived from prior measurements; a 

temperature of 20 OC seems odd if the temperature 15 minutes  ago at the same location was measured 

to be 10 OC. To train an algorithm that flags outliers and other non -NaN anomalies, information is needed 

on which previous measurements could be used to determine if the current measurement is correct. This 

informati on is explained with autocorrelation (see Annex 1).  
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With autocorrelation, it is determined how data points in a time series correlate to data points with the 

same (delayed) index in the same time series. A timeseries is thus correlated with its copy. If no  changes 

are made to the copy, the correlation value (usually the Pearson correlation) is equal to 1. If the indices 

of the copy are shifted one index position to the left or right, or by one lag, the correlation value 

describes how well data points are co rrelat ed with the previous or following data point. Furthermore, 

recurring signals could be observed with autocorrelation in data that is linked to recurring events. An 

example is temperature data. As the data is linked to a day -night cycle, high autocorre lation  values are 

expected if the used lag corresponds to a 24 hour -shift of data points.  

A requirement for autocorrelation is that data points are equally distributed over time. Therefore, the 

raw datasets were formalised to datasets with values per 15 mi nutes. Each value is the average of raw 

values within this 15 -minute window.  

The correctness of a temperature measurement can also be evaluated with averages taken over larger 

windows. Besides autocorrelation on the formalised 15 -minute temperature averag es, autocorrelation 

was also carried out on datasets resampled to :  

¶ hourly-averaged values 

¶ daily-averaged values 

¶ weekly-averaged values 

¶ monthly -averaged values 

 

Autocorrelation coefficients for a multitude of lags were calculated for each resampled dataset of 

temperature data for each sensor. The  autocorrelation plot s (Figure 3-4) have on the y -axis the 

correlation value and the lag on the x -axis. As said before, each lag represents a shift in indices of the 

data points , so if data point s are gathered each 15 minute s, a lag of 1 signifies that a data point is 

compared to  a data point  of 15 minute s ago, and likewise a lag of 10 signifies that a data point is 

compared to  a data point  of 150 minute s ago. 

The following observations are made: 

¶ a daily seasonality in Figure 3-4a) and b), as local maxima occur at lags representing a 

multitude of 24 hours (for example, 96 lags for 15 -minute -averaged values and 24 lags for 

hourly)  

¶ a yearly seasonality in Figure 3-4d) and e), as local maxima occur at lags representing one 

year (52 lags for weekly -averaged values and 12 lags for monthly) 

¶ rapidly changing correlation coefficients for sen sors with data gaps or data for a limited 

period 

¶ a bandwidth w ithin which correlation coefficient values are described for most sensors  

¶ sensors of which correlation coefficients are not contained within the bandwidth, often have 

limited data (sensors 13 (o range), 174 (yellow), 269 (light blue), and 71 (green))  

The last three observations inform us that dropping temperature data measured by some sensors from 

the training data set, might improve the quality of the trained algorithm if results should disappoin t.  
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a) 

 

b) 

 

c) 

 

d) 

 

e) 

 

Figure 3-4. Autocorrelation coefficients for all sensors for temperature averaged over different 
intervals, namely a) 15 minutes, b) hours, c) days, d) weeks, and e) months. Lags taken correspond to 
the aggregation period, i.e. for dail y data is lag=1 equal to a lag of 1 day, lag -2 equal to 2 days, etc.  
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The correctness of a temperature measurement could not only be evaluated with previous observations 

made by the same sensor, but also with temperature measurements made at the same tim e by other 

sensors. Cross-correlation of temperature data measured by different sensors provides information on 

which other sensors could be used for the evaluation of correctness of mea surements of a certain sensor.  

With cross-correlation  (see Annex 1), i t is a measure of similarity of two series as a function of the 

displacement of one relative to the other. The correlation value (usually the Pearson correlation) is equal 

to 1 if one ti meseries has the same data point pattern as the time series with which  it is correlated. 

N.B.: data points do not need to have the same values at the same indices, only the overall pattern has 

to be the same. If data of two sensors are well -correlated and a relatively high temperature is measured 

at a certain time by a senso r, the temperature measurement at the other sensor is also expected to be 

relatively high. If this is not the case, it might be a reason to doubt the correctness of the measurement 

done by either sensor.  

For the cross-correlation analysis, the 15 -minute averaged dataset was used, that was originally made 

for the auto correlation analysis. The reason is that data timestamps are originally not set at a regular 

interval s and cross correlation cannot be carried out if corresponding data points do not share the same 

timestamp.  

Figure 3-5 the cross-correlation values pairwise between sens ors in a cross-correlation matrix. The cross -

correlation value between one sensor and the other is the same as the cross -correlation value between 

the la tter and the former. This allows the matrix to be simplified to a triangular matrix. If one needs to 

know the cross-correlation value between temperatures measured by sensor 182 and another sensor, one 

either looks in the row or the column headed by ôsensor182õ, depending on where a pair is made between 

sensor 182 and the sensor of interest. For example, th e cross-correlation between sensors 182 and 139 

is 0.99 and is found at the intersection of row ôsensor182õ and column ôsensor 139õ. The cross-correlatio n 

value between a sensor and its copy is equal 1 and is thus left out of the matrix.  

The following observations are made:  

¶ Almost all sensors have a high cross-correlation coefficient with all sensors . Measurements made 

by a certain sensor could thus be ch ecked and, if needed, corrected  with the use of temperature 

data measured by other sensors. 

¶ Sensor 13 is highly correlated with  only some sensors (182, 25, 33, 43, 49, 69 and 76)  

¶ Some sensors have a slightly  less strong correlation with most sensors (r<0.9 8), being sensors: 

o 174 

o 269 

o 272 

o 274 

o 290 

o 33 

o 63 

o 71 



D2.4 1st version of data -driven models report for a water -smart society ,  v 1, 28 July 2020  

 
 

p. 37 

 

 

Figure 3-5. Cross-correlation of 15 -minute averaged temperature data  

 

By plotting temperature against time only, and not datetime, values at the same time of  day can be 

compared. This provides the option to create bandwidths for certai n periods of time with which new 

temperature values can be tested for being an anomaly. Figure 3-6 presents the raw and validated 

temperature data at sen sor 43, plotted  against time of day.  From this kind of graphs, temperature 

bandwidths and temperature trends during the day could be quantified. A strength is that outliers, such 

as depicted in the figure, are detected immediately.  Also, similar daily temp erature tr ends could be 

distinguished; at most sensors, temperature s rise and fall  in a sinusoid fashion during the day, but for  

some sensors (110, 139, 145, 148, 205, 272, 276, and 288) a slow rise and a steep fall are observed. One 

should keep in mind th at in Figure 3-6 no distinction is made in seasonal variation and that the bandwidth 

is thus very broad. Nonetheless, significant outliers can still be detected as seen in the r aw data figure 

around 22:00. Bandwidths per day of the  year could be plotted in the future as timeseries for multiple 

years are then available  






































































































































































































